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#### Abstract

We introduce the numerical technique of Mellin-Barnes integral regularization, which can be used to evaluate both convergent and divergent series. The technique is shown to be numerically equivalent to the corresponding results obtained by Borel summation. Both techniques are then applied to the Bender-Wu formula, which represents an asymptotic expansion for the energy levels of the anharmonic oscillator. We find that this formula is unable to give accurate values for the ground-state energy, particularly when the coupling is greater than 0.1 . As a consequence, the inability of the Bender-Wu formula to yield exact values for the energy level of the anharmonic oscillator cannot be attributed to its asymptotic nature.


Ever since its appearance, the question of how accurate is the Bender-Wu (BW) asymptotic formula [1] in evaluating the energy levels of the anharmonic oscillator (AHO) has remained unresolved. This question is, of course, extremely difficult to answer because it requires evaluating divergent series. Therefore, calculating the energy levels of the AHO via the BW formula requires new developments in evaluating divergent series. Such developments will not only have important ramifications for mathematics, but also for physics where divergent series often abound in the form of asymptotic expansions as the only known solutions.

Recently, Kowalenko and Taucher [2,3] developed the remarkable numerical technique of Mellin-Barnes (MB) integral regularization to study the complete asymptotic expansions for the exponential series of $S_{3}(a)=\sum_{n=0}^{\infty} \exp \left(-a n^{3}\right)$ and the Hurwitz zeta function. By using this technique they found to arbitrary accuracy, in some cases as high as 63 significant figures, that they could exactify these functions in regions where the asymptotic expansions were previously thought to be inapplicable. Exactification is the process of calculating the truncated sum of a divergent series and evaluating the divergent remainder/tail of the series such that when both entities are combined, they yield the exact value of the original function. Thus, applying MB regularization to the small $a$ expansion for $S_{3}(a)$ they found $S_{3}(10)$ to 15 decimal places. Greater accuracy could be attained, but at the expense of more computer time. In view of the power of this technique, we aim to use it here to study the BW asymptotic formula.

In their classic study of the AHO [1] BW derived an expansion for the $K$ th energy level of the $M$ th AHO:

$$
\begin{equation*}
E^{K, M}(\lambda)=K+\frac{1}{2}+\sum_{n=1}^{\infty} A_{n}^{K, M} \lambda^{n} \tag{1}
\end{equation*}
$$

[^0]For large $n$, the $A_{N}^{K, M}$ were given by a complicated expression, which for the special case of the ground-state energy of the $x^{4}$ oscillator ( $K=0, M=2$ ) reduced to

$$
\begin{equation*}
A_{n}^{0,2} \sim-(-3)^{n} \sqrt{6} \pi^{-3 / 2} \Gamma\left(n+\frac{1}{2}\right)\left[1-\frac{95}{72 n}+\mathrm{O}\left(\frac{1}{n^{2}}\right)\right] \tag{2}
\end{equation*}
$$

Although we are only concerned with equation (2), the techniques used here can be applied to the more general expression for $A_{n}^{K, M}$ in [1].

Here, we aim to investigate the numerical accuracy of equation (2) when it is introduced into equation (1), which is called the BW asymptotic formula. We shall carry out this study by truncating the series given by equation (1) at a sufficiently large value of $n$ and then use equation (2) to evaluate the remainder. Surprisingly, we shall see how the divergent series from equation (2) for low values of $n$ can be used to accomplish this task. An important consideration, therefore, is at what value of $n$ can equation (2) replace the actual values of $A_{n}^{0,2}$ ( $A_{n}$ from here on) in equation (1). That is, for what values of $n$ can the large $n$ or as BW put it, $n \rightarrow \infty$ limit be invoked. This is not so easy to answer because if $n$ is equal to a huge number, say greater than $10^{6}$, then the BW formula becomes almost useless since it will require this number of $A_{n}^{K, N}$ values to obtain the energy levels of the AHO. In view of the rapid divergence of the $A_{n}^{K, M}$ it may not even be possible to evaluate the truncated series for such large numbers of $n$ in a time-expedient manner even with the most powerful computers. Thus, as $n$ becomes too large, the BW asymptotic formula becomes more and more impractical. On the other hand, selecting a value of $n$ that is too small may invariably lead to unnecessary inaccuracy. Thus, we need to find a suitable value of $n$ before continuing with our analysis.

BW arrived at equation (2) by assuming the wavefunction $\psi(x)=\mathrm{e}^{-x^{2} / 4} \sum_{n=0}^{\infty} \lambda^{n} B_{n}(x)$, where polynomials $B_{n}(x)$ were given by $B_{i}(y)=\sum_{j=1}^{2 i}(-1)^{i} y^{2 j} B_{i, j}$ and $x=\sqrt{2} y$. By introducing this form for the wavefunction into the time-independent Schrödinger equation, they obtained a recursion relation for the $B_{i, j}$ with $A_{i}=(-1)^{i+1} B_{i, 1}$. Thus, they found that $A_{1}=\frac{3}{4}, A_{2}=-\frac{21}{8}, A_{3}=\frac{333}{16}$, etc. Then by studying the first 75 values of the $A_{i}$, they observed that the ratio $R_{n}=\left|A_{n+1} / A_{n}\right|$ could be approximated by $3\left(n+\frac{1}{2}\right)$, thereby leading to equation (2). In figure 1 we present a graph of $f(n)=R_{n} / 3\left(n+\frac{1}{2}\right)$ as a function of $n$. Here, we see that for $n>15, f(n)<1.01$ and that $f(n)$ is very close to unity for $n \geqslant 25$. Thus, we can interpret large $n$ as being any value of $n$ greater than 15. According to convention, the larger $n$ is, the more accurate the energy levels are expected to be with the leading term, i.e. the first term in the square-bracketed expression of equation (2) dominating all the remaining correction terms. This conjecture will be tested here.

The MB regularization is based on the application of Cauchy's residue theorem to the complex power series, $\sum_{k=N}^{\infty} f(k) z^{k}$, which gives

$$
\begin{array}{r}
\sum_{k=N}^{\infty} f(k)(-z)^{k}-\frac{(-1)^{N}}{2 \pi \mathrm{i}} \int_{C} \mathrm{~d} t z^{t} f(t) \Gamma(1+t-N) \Gamma(N-t) \\
=\frac{(-1)^{N}}{2 \pi \mathrm{i}} \int_{c-i \infty}^{c+\mathrm{i} \infty} \mathrm{~d} t z^{t} f(t) \Gamma(1+t-N) \Gamma(N-t) \tag{3}
\end{array}
$$

where the contour $C$ represents the arc closing the limits of the MB integral on the RHS of equation (3). Kowalenko et al [2] referred to the quantity on the LHS of equation (3) as the regularized part of the power series while $c$ was an arbitrary real number, lying to the left of the poles of $\Gamma(N-t)$ and to the right of the poles of $f(t) \Gamma(1+t-N)$.

Equation (3) is well suited for analysing both convergent and divergent series. For a convergent series the arc integral vanishes whereas for an asymptotic series it is divergent,


Figure 1. $R_{n} / 3\left(n+\frac{1}{2}\right)$ versus $n$.
effectively cancelling the infinite nature of the series. The definition is also equivalent to the result one obtains by Borel summation of a divergent series. For example, Borel summation of the geometric series, $\sum_{k=0}^{\infty}(-z)^{k}$, yields $1 /(1+z)$, while evaluating $\int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \mathrm{d} t z^{t} \Gamma(1+t) \Gamma(-t)$ via Mathematica [4] yields the numerical values of $1 /(1+z)$ except along the negative real axis, which represents a Stokes discontinuity [5], but is of no consequence here.

We now consider the first two component series in the BW formula. That is, we define

$$
\begin{equation*}
S_{1}(N, \lambda)=\sqrt{6} \pi^{-3 / 2} \sum_{n=N}^{\infty}(-1)^{n+1}(3 \lambda)^{n} \Gamma\left(n+\frac{1}{2}\right) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}(N, \lambda)=\frac{95}{72} \frac{\sqrt{6}}{\pi^{3 / 2}} \sum_{n=N}^{\infty} \frac{(-3 \lambda)^{n}}{n} \Gamma\left(n+\frac{1}{2}\right) . \tag{5}
\end{equation*}
$$

From equation (3), the MB regularized versions for these series are
$S_{1}^{\mathrm{MB}}(N, \lambda)=\frac{(-1)^{N+1}}{2 \pi \mathrm{i}} \frac{\sqrt{6}}{\pi^{3 / 2}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \mathrm{d} t(3 \lambda)^{t} \Gamma(1+t-N) \Gamma(N-t) \Gamma\left(t+\frac{1}{2}\right)$
and
$S_{2}^{\mathrm{MB}}(N, \lambda)=\frac{(-1)^{N}}{2 \pi \mathrm{i}} \frac{95}{72} \frac{\sqrt{6}}{\pi^{3 / 2}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \mathrm{d} t \frac{(3 \lambda)^{t}}{t} \Gamma(1+t-N) \Gamma(N-t) \Gamma\left(t+\frac{1}{2}\right)$.
To obtain the Borel summed version of $S_{1}(1, \lambda)$ we replace $\Gamma\left(n+\frac{1}{2}\right)$ by its integral representation and interchange the order of the summation and integration. The inner sum is then written in terms of the geometric series, which is replaced by its Borel summed value given earlier. Thus, one obtains

$$
\begin{equation*}
S_{1}^{\mathrm{B}}(N, \lambda)=-\frac{\sqrt{6}(-3 \lambda)^{N}}{\pi^{3 / 2}} \int_{0}^{\infty} \mathrm{d} t \frac{t^{N-1 / 2} \mathrm{e}^{-t}}{1+3 \lambda t} \tag{8}
\end{equation*}
$$

Table 1. Finite parts of $S_{1}(1, \lambda)$ and $S_{2}(1, \lambda)$ for various coupling constants.

| $\lambda$ | $S_{1}(1, \lambda)$ | $S_{2}(1, \lambda)$ |
| :--- | :--- | :--- |
| 0.01 | 0.0112049662095 | -0.0151004139564 |
| 0.10 | 0.0849211101191 | -0.1299309020491 |
| 1.00 | 0.3184515093987 | -0.7057399981761 |
| 10.0 | 0.5719818050200 | -2.0829907216246 |

The integral in equation (8) is one of Dingle's two basic terminants [5]. It can also be expressed in terms of the incomplete gamma function $\Gamma(\alpha, z)$ [6] as

$$
\begin{equation*}
S_{1}^{\mathrm{B}}(N, \lambda)=\frac{(-1)^{N+1}}{\pi} \sqrt{\frac{2}{\pi \lambda}} \Gamma\left(N+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}-N, \frac{1}{3 \lambda}\right) \mathrm{e}^{1 / 3 \lambda} . \tag{9}
\end{equation*}
$$

To obtain the Borel summed version of $S_{2}(N, \lambda), n^{-1}$ is replaced by $\int_{0}^{1} \mathrm{~d} x x^{n-1}$ and then the same approach for $S_{1}^{\mathrm{B}}(N, \lambda)$ can be used. Thus, one obtains

$$
\begin{equation*}
S_{2}^{\mathrm{B}}(N, \lambda)=\frac{95 \sqrt{6}}{72 \pi^{3 / 2}}(-3 \lambda)^{N} \int_{0}^{\infty} \mathrm{d} x x^{N-1} \int_{0}^{\infty} \mathrm{d} t \frac{t^{N-1 / 2} \mathrm{e}^{-t}}{1+3 \lambda x t} \tag{10}
\end{equation*}
$$

or in terms of $\Gamma(\alpha, z)$,
$S_{2}^{\mathrm{B}}(N, \lambda)=\frac{95}{72} \frac{(-1)^{N}}{\pi} \sqrt{\frac{2}{\pi \lambda}} \Gamma\left(N+\frac{1}{2}\right) \int_{0}^{1} \mathrm{~d} x x^{-3 / 2} \mathrm{e}^{1 / 3 \lambda x} \Gamma\left(\frac{1}{2}-N, \frac{1}{3 \lambda x}\right)$.
In table 1 we present the values obtained for the series, $S_{1}(1, \lambda)$ and $S_{2}(1, \lambda)$, for different values of the coupling constant $\lambda$. All of these values were obtained from the MB regularized versions of the series and were also verified by using their Borel summed forms. The MB regularized versions, equations (6) and (7), were evaluated by using the NIntegrate routine from Mathematica, which was also used to evaluate the integrals in the Borel summed forms, equations (8) and (10). Both approaches were relatively quick, but because Mathematica can evaluate the incomplete gamma function directly, equation (9) was found to give the greatest accuracy in the shortest amount of time for $S_{1}(1, \lambda)$. MB regularization becomes superior when the Borel summed versions are given by multidimensional integrals such as equation (10). Therefore, applying the NIntegrate routine to equation (7) was the most expedient method for evaluating $S_{2}(N, \lambda)$ for $\lambda \geqslant 1$.

As expected, the Borel summed versions of $S_{1}(1, \lambda)$ and $S_{2}(1, \lambda)$ give identical results to their corresponding regularized MB versions. An interesting feature in table 1 is the third column, which shows that the correction term for the BW asymptotic formula can be actually greater in magnitude than the leading term. Thus, one must be very careful when handling $\mathrm{O}(1 / n)$ corrections in an asymptotic expansion since each divergent series is affected differently by the regularization process. As a consequence, a sufficiently large truncation value will be required in order to ensure that the correction term is smaller than the leading term.

To demonstrate that these results represent definite values for $S_{1}(1, \lambda)$ and $S_{2}(1, \lambda)$, consider truncating each series after $N-1$ terms and then applying both techniques to evaluate their tails $S_{1}(N, \lambda)$ and $S_{2}(N, \lambda)$. These results will be required later when we consider the large $N$ limit of the BW formula. If the results in table 1 do represent definite values for each divergent series, then we should expect that irrespective of the value of $N, T_{1}(N-1, \lambda)+S_{1}(N, \lambda)$ and $T_{2}(N-1, \lambda)+S_{2}(N, \lambda)$ should give the same values in the table for all values of the coupling constant. Although we did this for all the coupling

Table 2. Invariance of $S_{1}(1,0.1)$ indicating that the optimal point occurs at $N=6$.

| $N$ | $T_{1}(N-1,0.1)$ | $S_{1}(N, 0.1)$ |
| :--- | :--- | :--- |
| 1 | 0 | 0.0849211101191193 |
| 2 | 0.1169545201850514 | -0.0320334100659321 |
| 5 | 0.0623513785736555 | 0.0225697315454637 |
| 10 | 0.8338441548996793 | -0.7489230447805600 |
| 15 | -390.7268220315528 | 390.8117431416720 |
| 20 | $1.202617386859970 \times 10^{6}$ | $-1.202617301938860 \times 10^{6}$ |
| 25 | $-1.371779052294159474447210 \times 10^{10}$ | $1.3717790523302651585459122 \times 10^{10}$ |

Table 3. Invariance of $S_{1}(1,1)$ indicating the non-existence of an optimal point.

| $N$ | $T_{1}(N-1,1)$ |
| ---: | :--- |
| 1 | 0 |
| 5 | -379.0788385497979 |
| 10 | $9.9410002479356417957381 \times 10^{8}$ |
| 15 | $-4.741795782637738348916015874440 \times 10^{16}$ |
| 20 | $1.392412399947590534898728398000047783062 \times 10^{25}$ |
| 25 | $-1.543426785503756553743895880970595099040197935053 \times 10^{34}$ |
|  | $S_{1}(N, 1)$ |
| 1 | 0.31845150939873 |
| 5 | 379.39729005919664 |
| 10 | $-9.9410002447511267017507 \times 10^{8}$ |
| 15 | $4.741795782637738380761166814314 \times 10^{16}$ |
| 20 | $-1.39241239994759053489872836615489684318 \times 10^{25}$ |
| 25 | $1.543426785503756553743895880970595130885348874927 \times 10^{34}$ |

Table 4. Invariance of $S_{2}(1,0.01)$. The optimal point was found near $N=90$.

| $N$ | $T_{2}(N-1,0.01)$ | $S_{2}(N, 0.01)$ |
| :--- | :--- | ---: |
| 1 | 0 | -0.0151004139564 |
| 10 | -0.0151004139867 | $3.0345962719591 \times 10^{-11}$ |
| 20 | -0.0151004139564 | $3.4735901703704 \times 10^{-15}$ |
| 25 | -0.0151004139564 | $-3.5238868712374 \times 10^{-16}$ |

constants in table 1 , we present here the results for the leading series with $\lambda=0.1$ and 1.0 in tables 2 and 3 and for the correction term with $\lambda=0.01$ and 10.0 in tables 4 and 5. In each instance the sum of the truncated series with the remainder evaluated by using MB regularization and Borel summation yields the corresponding value in table 1 . This remarkable behaviour was first observed by Kowalenko and Taucher [3] in their study of the complete asymptotic expansion for the Hurwitz zeta function.

From these tables we can observe several notable features of asymptotic series. For small values of coupling, i.e. $\lambda \leqslant 0.1$, the truncated series becomes smaller as $N$ increases until reaching an optimal value, at which point the truncated series begins to diverge. As the size of the coupling increases, the value of $N$ at which the optimal point occurs decreases, so much so that for $\lambda>0.5$, there is no optimal point. In the past, an asymptotic series would be deemed useless when there was no optimal point, but it can be seen that this is

Table 5. Invariance of $S_{2}(1,10)$ indicating the non-existence of an optimal point.

| $N$ | $T_{2}(N-1,10)$ |
| ---: | :--- |
| 1 | 0 |
| 5 | $1.3501057221026645738 \times 10^{6}$ |
| 10 | $-1.507624487538714478672474918312 \times 10^{17}$ |
| 15 | $4.566946884934135372564990849557320831161664 \times 10^{29}$ |
|  | $S_{2}(N, 10)$ |
| 1 | -2.0829907216246 |
| 5 | $-1.3501078050933861984 \times 10^{6}$ |
| 10 | $1.507624487538714457842567702066 \times 10^{17}$ |
| 15 | $-4.566946884934135372564990849578150738377910 \times 10^{29}$ |

not the case, provided the remainder is evaluated properly. Another interesting feature is that as the truncated series begins to diverge, the remainder diverges in the opposite sense. This remarkable property is in contrast to the standard Poincaré approach for asymptotic series, which seeks to determine bounds for the remainder [7]. Finally, the results indicate that each divergent series has a definite value, a notion first attributed to Euler [8].

Once the remainder begins to diverge, its evaluation becomes more difficult as $N$ continues to increase regardless of whether the Borel summed or the MB regularized versions are used. For small values of the coupling, this occurs when $N$ passes the optimal point while for large values of the coupling it occurs at very low values of $N$. As mentioned previously, using the form for $S_{1}(N, \lambda)$ given by equation (9) does not present any problems because the incomplete gamma function has been programmed into Mathematica. In fact, the asymptotics in [3] can also be employed in equation (9) to determine extremely accurate results for $S_{1}(N, \lambda)$. The problem occurs when evaluating multidimensional Borel summed versions such as equation (10). Even equation (11) becomes computationally difficult to evaluate for large $N$. However, we can exploit the fact that each series has a definite value for each value of the coupling. For example, we can evaluate a divergent series for $N=1$ by using the MB regularized version for $S_{1}(1, \lambda)$, which we have already indicated can be obtained to very great accuracy efficiently, then calculate the truncated series after $N-1$ terms and finally subtract the latter result from the former, which will yield the remainder $S_{1}(N, \lambda)$.

As a consequence of the above, we are now in a position to test the accuracy of the BW formula for large values of $N$. As mentioned earlier, we shall test the formula by truncating the series in equation (1) for the ground-state energy of the $x^{4}$ AHO after $N-1$ terms and then adding to this result the remainder evaluated by using the BW formula. Specifically, for the various values of the coupling in table 1 we aim to evaluate

$$
\begin{equation*}
E_{\mathrm{BW}}(N, \lambda)=\frac{1}{2}+\sum_{n=1}^{N-1} A_{n} \lambda^{n}+S_{1}(N, \lambda)+S_{2}(N, \lambda) \tag{12}
\end{equation*}
$$

where the $A_{n}$ are obtained from the recursion relation for $B_{i, j}[1]$. The results obtained from equation (12) using $N$ values ranging from 1 to 40 appear in rows $2-11$ of table 6. Columns $2-5$ give the results for each coupling value considered earlier while the actual values for the energy levels of the $x^{4}$ AHO obtained from an in-house computer code appear in the first row.

From table 6 it can be seen that irrespective of the value for $N$ the results obtained

Table 6. The ground-state energies for the $x^{4}$ AHO and those generated by the BW formula.

|  | $\lambda=0.01$ | $\lambda=0.1$ | $\lambda=1.0$ | $\lambda=10.0$ |
| :--- | :--- | :--- | :--- | :--- |
| Exact | 0.50725620452 | 0.55914632718 | 0.80377065123 | 1.50497240777 |
| $E_{\mathrm{BW}}(1, \lambda)$ | 0.49610455225 | 0.45499020806 | 0.11271151122 | -1.01100891660 |
| $E_{\mathrm{BW}}(2, \lambda)$ | 0.50734059942 | 0.56735067979 | 1.23631622848 | 10.2250382559 |
| $E_{\mathrm{BW}}(5, \lambda)$ | 0.50725625137 | 0.56135563475 | 35.5580486061 | 363178.4002725375 |
| $E_{\mathrm{BW}}(10, \lambda)$ | 0.50725620451 | 0.52674008316 | $-4.567061325 \times 10^{7}$ | $-4.768735554 \times 10^{16}$ |
| $E_{\mathrm{BW}}(15, \lambda)$ | 0.50725620452 | 6.26921139403 | $7.177876641 \times 10^{14}$ | $7.371195946 \times 10^{28}$ |
| $E_{\text {BW }}(20, \lambda)$ | 0.50725620452 | -8218.2811479 | $-9.69063158 \times 10^{22}$ | $-9.86928898 \times 10^{41}$ |
| $E_{\text {BW }}(25, \lambda)$ | 0.50725620452 | $5.493040025 \times 10^{7}$ | $6.247782411 \times 10^{31}$ | $6.335390882 \times 10^{55}$ |
| $E_{\text {BW }}(30, \lambda)$ | 0.50725620452 | $-1.16932454 \times 10^{12}$ | $-1.29993320 \times 10^{41}$ | $-1.31468050 \times 10^{70}$ |
| $E_{\text {BW }}(35, \lambda)$ | 0.50725620452 | $6.331251336 \times 10^{16}$ | $6.927320677 \times 10^{50}$ | $6.993363069 \times 10^{84}$ |
| $E_{\text {BW }}(40, \lambda)$ | 0.50725620452 | $-7.512628904 \times 10^{21}$ | $-8.12397372 \times 10^{60}$ | $-8.19078042 \times 10^{99}$ |

Table 7. $S_{2} / S_{1}$ ratios.

|  | $\lambda=0.01$ | $\lambda=0.1$ | $\lambda=1.0$ | $\lambda=10.0$ |
| :--- | :--- | :--- | :--- | :--- |
| $S_{2}(1, \lambda) / S_{1}(1, \lambda)$ | -1.34765 | -1.53002 | -2.21616 | -3.64171 |
| $S_{2}(10, \lambda) / S_{1}(10, \lambda)$ | -0.134842 | -0.14203 | -0.145928 | -0.146534 |
| $S_{2}(20, \lambda) / S_{1}(20, \lambda)$ | -0.0671841 | -0.0688741 | -0.0693764 | -0.0694375 |
| $S_{2}(30, \lambda) / S_{1}(30, \lambda)$ | -0.0446691 | -0.0453304 | -0.0454793 | -0.0454962 |
| $S_{2}(40, \lambda) / S_{1}(40, \lambda)$ | -0.0334338 | -0.0337615 | -0.0338243 | -0.0338311 |

from equation (12) are nowhere near the actual values for the ground-state energy of the $x^{4}$ AHO except when the coupling is very small. As the coupling decreases, the optimal point occurs at larger values for $N$ and hence, the contributions from $S_{1}(N, \lambda)$ and $S_{2}(N, \lambda)$ are negligible. Thus, the contribution to $E_{\mathrm{BW}}(N, \lambda)$ is determined primarily by the truncated sum on the RHS of equation (12) for small coupling. However, if the value of $N$ in equation (12) were chosen to be much larger than at the optimal point, then we would find that $E_{\mathrm{BW}}(N, \lambda)$ would also be affected by $S_{1}(N, \lambda)$ and $S_{2}(N, \lambda)$ as for the larger values of $\lambda$ in table 6 .

The results in table 6 show that as $N$ increases, $E_{\mathrm{BW}}(N, \lambda)$ continues to diverge from the actual ground-state energies of the AHO, contrary to BW's hypothesis that the formula yields more accurate values for the energy levels as $N$ increases. Our analysis has, therefore, demonstrated that the BW formula is deficient, i.e. the leading- and first-order terms in equation (2) cannot be used to obtain accurate values for the energy levels of the AHO in the large $n$ limit, especially for large values of the coupling.

In table 7 we evaluate the ratio of $S_{2}(N, \lambda)$ to $S_{1}(N, \lambda)$ for the four values of coupling, $\lambda=0.01,0.1,1.0$ and 10.0 as a function of $N$. Here we see that for $N=1 S_{2}(N, \lambda)$ is indeed much greater than $S_{1}(N, \lambda)$, but for $N>1$, the opposite applies, so much so that for $N=40$ the ratio of $S_{2}(N, \lambda)$ to $S_{1}(N, \lambda)$ has decreased to 0.03 for all the values of the coupling. Therefore, as $N$ continues to increase, we expect that this correction term will become increasingly small. Furthermore, from equations (1) and (2) the higher-order correction terms in the BW formula are expected to go as
$E(\lambda)=\frac{1}{2}-\frac{\sqrt{6}}{\pi^{3 / 2}} \sum_{n=1}^{\infty} \Gamma\left(n+\frac{1}{2}\right)(-3 \lambda)^{n}\left(1-\frac{95}{72 n}+\frac{b_{1}}{n^{2}}+\frac{b_{2}}{n^{3}}+\cdots\right)$
where the $b_{i}$ have yet to be determined. Since $S_{2}(N, \lambda)$ corresponds to the $95 / 72 n$-term in
equation (13), we expect the other terms to contribute even less when $N>40$. Then the only way that the BW formula can yield accurate values for the energy levels of the AHO is that the $b_{i}$ must diverge eventually. This would mean that the BW formula is useless since the higher-order series would be more important than the lower-order series. Therefore, the $b_{i}$ cannot diverge.

Even if the $b_{i}$ could be evaluated, the BW formula may still be unable to yield accurate values for the AHO's energy levels. This is because subdominant exponential terms have been neglected. Although it has been claimed that such terms cannot be determined uniquely [9], they can be obtained by using the asymptotic theory of hypergeometric functions as described in [2] and references therein. Thus, these terms would need to be determined if one aims to obtain the exact values for the AHO ground-state energy via the RayleighSchrödinger perturbation series of Bender and Wu.

To conclude, we have seen that the numerical approximation of the coefficients at large order as carried out by Bender and Wu in [1] will not yield exact values for the AHO's ground-state energy even though the neglected higher-order series in the BW formula become insignificant as the order increases. Studying the behaviour of an incomplete Rayleigh-Schrödinger perturbation series for increasing $n$ only worsens the situation. Hence, a more rigorous analysis of the asymptotic behaviour rather than the simple numerical matching of ratios of the $A_{i}$ as carried out by Bender and Wu is required. Finally, since the AHO represents a test-bed for novel methods in quantum mechanics, those that solely yield the BW asymptotic formula for the energy levels must also be regarded as questionable.
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